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To explore the eff ectiveness of embedded training, researchers conducted a large-scale experiment 
that tracked employees’ reactions to spear phishing emails and immediate training activities. Th e 
results showed that many participants did not read the training, and clicked either all links or none 
across three trials.

O ur adversaries have long understood the ease, 
eff ectiveness, and effi  ciency of social engineer-

ing: att acking technology by directly compromising the 
user.1 Using email as a vector has proven particularly 
successful. As Joshua Perrymon noted,2

Email-based att acks are probably one of the most eff ec-
tive in today’s hacker bag of tricks. … Th e problem lies 
in a directed, under-the-radar, spear-phishing att ack—
the type where the att acker spends time to understand 
the target, create an eff ective spoofed email and phish-
ing site, [and] then att acks. 

Th e Anti-Phishing Working Group’s (APWG) 
2011 analysis reported, “In the latt er months of 2010, 
APWG witnessed an increase in so-called ‘spear- 
phishing’ att acks. … Th is trend is accelerating in 2011, 
and is responsible for some high-profi le corporate 
data breaches.”3 Spear phishing is a form of cyberat-
tack att empting to infi ltrate a system or organization 
for cybercrime or espionage purposes. Cyberatt ackers 

fi nd inside information specifi cally relevant to users and 
craft  fake email messages, usually impersonating well-
known companies, trusted relationships, or contexts. 
For the att ack to succeed, the user must take action. For 
example, by clicking a link in an email message, users 
could install malicious soft ware on their system, or they 
might be asked to provide personal information, such as 
a username, password, or credit card number. 

Spear phishing volume climbed dramatically from 
2009 to 2011.4 Indeed, “[t]hese spear phishing att acks 
are a key part of the Advanced Persistent Th reats 
(APTs) that companies and governments are facing 
today. Responders, industries and governments engag-
ing these threats need new ways to detect them, mea-
sure their proliferation, and defend against them.”5

A recent Cisco report shows why spear phish-
ing need not occur on a massive scale to be eff ec-
tive.6 Table 1 illustrates that the fi nancial benefi t of 
mass att acks dropped by more than half during the 
same time that the fi nancial benefi t of spear phish-
ing att acks tripled. Table 2 compares the results of 
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mass phishing versus targeted spear phishing in more 
depth. Using far fewer emails than mass phishing 
attackers, spear phishing attackers need only a quarter 
of the victims to click to yield more than 10 times the 
financial benefit. 

During a July 2010 workshop held in Washington, 
DC, industry participants identified spear phishing 
as one of the top problems companies face.7 Conse-
quently, the Institute for Information Infrastructure 
Protection (I3P) initiated research that addressed ways 
to accomplish two key industry goals: reduce the vul-
nerability to spear phishing by training employees to 
recognize it, and improve an organization’s “security 
culture” by encouraging employees to report spear 
phishing incidents. This article describes the study con-
ducted, the reasoning underlying the methodology, and 
the surprising results.

Standing on the Shoulders of Others
Our study began with a hypothesis suggested by pre-
vious research findings: that embedded training offers 
an effective way to increase security awareness and 
reduce the dangers posed by spear phishing. Most 
organizations provide security awareness training to 
their employees. Often performed only once a year, the 
training describes threats to the organization as well as 
steps each employee can take to address them. Research 

shows that such training is mostly ineffective because 
information isn’t recalled and practiced enough. 

As an alternative approach, David Bank described 
attempts to make employees aware of spear phishing 
using “gotcha” exercises:8

 ■ In 2004, more than 500 cadets at the US Military 
Academy were spear phished, and 80 percent clicked 
the embedded link and were subsequently warned 
about the risks.

 ■ In 2005, nearly 10,000 New York State employees 
were phished. Seventeen percent clicked the link, and 
15 percent began to enter personal information on the 
site before being “caught.” Those who clicked received 
a “slap on the wrist” from the state’s chief information 
officer—reprimands and a message about the dangers 
of phishing. Two months later, the same group was 
phished again; 14 percent still clicked, but only 8 per-
cent entered personal information. 

For some of these and similar studies, the organizations 
later offered additional training to test understanding and 
help employees identify the best cues for recognizing a 
phishing attack. After such training, fewer people clicked 
the next time they were phished, but the question 
remained—would these changes last over time?

Jason Hong reviewed the considerable body of 

Table 1. Total cybercrime benefit.

Attack Benefit one year ago (in millions of dollars) Current benefit (in millions of dollars)

Mass attacks $1,050 $500

Spear phishing attacks $50 $150

Targeted attacks Varies Varies

Total $1,100 $650

Table 2. Relative cost and benefit from spear phishing campaigns.

Example of a typical campaign Mass phishing attack (single campaign) Spear phishing attack (single campaign)

Total messages sent 1,000,000 1,000

Block rate 99% 99%

Open rate 3% 7%

Click-through rate 5% 50%

Conversion rate 50% 50%

Victims 8 2

Value per victim $2,000 $80,000

Total value from campaign $16,000 $160,000

Total cost for campaign $2,000 $10,000

Total profit from campaign $14,000 $150,000
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literature that explores the effectiveness of awareness 
training in reducing both phishing and spear phishing.9 
He found that many previous studies had significant 
methodological drawbacks. For example, many studies 
involved students placed in unrealistic situations, so it 
wasn’t clear how the results would apply in an industrial 
setting. For instance, Ponnurangam Kumaraguru and 
his colleagues found that embedded training worked 
better than standard security notices, but their studies 
involved students role-playing and imagining what they 
would do if the message appeared in their email inbox.10 
In addition, many studies did not use controlled sam-
pling techniques, so it was unclear which population 
was represented in the study. For instance, Kumaraguru 
and his colleagues used a convenience sample, obtained 
by posting flyers and asking for volunteers.

One of the most valuable elements of scientific 
research is the emphasis on replication of findings 
before achieving high confidence in data results. Most 
research findings are expected to be replicated by dif-
ferent researchers using varied samples and contexts. 
We chose to replicate aspects of Kumaraguru and his 
colleagues’ embedded antiphishing training work.10,11 
Our work in this article closely follows theirs, with 
some differences. In their 2007 paper, they found that 
providing training text in the form of a comic strip was 
more compelling for their student sample. However, 
we chose to use their two-column text training materi-
als because senior members of the corporation didn’t 
feel that a comic strip was the appropriate format for 
corporate employee training. In the present study, 
we tested the retention effects over approximately 90 
days instead of 28 days, because training every month 
in a corporate setting isn’t manageable. In addition, we 
tripled the sample size and used stratified sampling to 
determine whether training effects would carry across 
all levels of staff in a corporate setting. Lastly, our study 
focused on APT techniques, in which adversaries use 
spear phishes that don’t ask for personally identifying 
information (which can lead to greater suspicion), but 
instead sought to have people click links that released 
malicious code that gained entry to the users’ network. 

Our goal was to explore the embedded training’s 
effectiveness by using more rigorous methods that 
included

 ■ controlled sampling,
 ■ realistic situations,
 ■ scientific and documented processes,
 ■ clearly stated hypotheses,
 ■ data analysis to support evidence-based cybersecurity 

decisions, and
 ■ data, tools, and techniques made available for others 

to use.

We also applied behavioral science principles that 
were likely to make training more effective. For exam-
ple, Amos Tversky and Daniel Kahneman showed that 
framing a situation in two different but logically equiv-
alent ways can lead decision makers to make very dif-
ferent choices.12 Thus, our experimental methodology 
used portions of materials developed in previous stud-
ies but incorporated additional conditions and applied 
them in an industrial setting using careful sampling and 
control of significant variables.

Our approach also built on previous behavioral sci-
ence findings about embedded training. An embed-
ded training scheme that combines testing employees’ 
behavior in their normal work environments with 
instant corrective performance feedback produces 
more lasting change to attitudes and behaviors. This 
approach, proven successful in situations ranging from 
military training operations to learning centers, can 
likely aid in changing employees’ security-relevant 
behaviors. Although specific messages might change, 
the general principles for testing different training 
options’ effectiveness are transferable to a wide vari-
ety of desired behaviors. The remainder of this article 
describes our approach and findings.

Setting the Hook
The better a study can identify and control variables, 
the more effectively its results can be extrapolated to the 
wider world. For this reason, we performed a controlled 
experiment in an actual industrial environment using a 
very large sample. With the cooperation of senior man-
agement, we worked within the organization’s network 
and email system so we could send and track spear 
phishing emails, and then monitor each employee’s 
reactions to them.

Methods
We hypothesized that if users are provided with training 
immediately following an error in judgment, they will be 
less likely to make the same error when presented again 
with a similar judgment. In this case, we wanted to see two 
changes in behavior based on the training: a lower rate of 
clicking spear phishing links and an increase in reporting 
suspicious emails. Both these steps reflect an improved 
security culture at the organization—the ultimate goal.

We drew participants from a medium-sized Wash-
ington, DC-based organization that uses email as a 
common communication medium. The combination 
of large sample size and stratified sampling ensured 
not only that results represented all types of workers 
but also that the results could be generalized to simi-
lar organizations. We categorized each of 6,000 work-
ers by cumulative job experience (thereby defining 
the strata), then randomly sampled from each stratum 
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proportionally. All participants (n = 1,500) were noti-
fied by email that they had been selected to take part in 
a security study; they would receive further information 
unless they opted out in an email reply. The study was 
performed with management permission, and partici-
pants were debriefed about the study’s true nature after 
the study was complete.

We removed 141 participants from the sample for 
various reasons. These included opting out, leaving the 
organization before study completion, technical prob-
lems with email, or participation in preparatory study 
activities, such as a pilot deployment of the spear phish-
ing emails and training pages.

The final sample included 1,359 participants, each of 
whom was randomly assigned to one of five conditions: 
one control group or four treatment groups. All partici-
pants received the organization’s annual information 
security training, and all received the same spear phishing 
emails. Control group participants received no training if 
they clicked the link in any of the three spear phishing 
emails sent to them; instead, they were informed only 
that they had received a spear phish. By contrast, treat-
ment group participants who clicked the link received 
a Web-based training page that was linked to the spear 
phishing email; using color-coding, it pointed out items 
in the spear phishing email that should have made the 
reader suspicious. The four treatments corresponded to 
four different experimental training pages, each designed 
to test the impact of message framing (gain versus loss) 
and the nature of the impact (self versus other). The four 
experimental groups were

 ■ gain-framed and individually focused embedded 
training (you kept yourself from harm),

 ■ loss-framed and individually focused embedded 
training (you put yourself at risk),

 ■ gain-framed and other-focused embedded training 
(you kept your coworkers from harm), and

 ■ loss-framed and other-focused embedded training 
(you put your coworkers at risk).

To test the persistence of the training’s effect, each of 
the spear phishing emails had to be realistic and equally 
difficult to recognize as suspect. Thus, we used 50 per-
sonnel (excluded from our sample) to perform an initial 
test of six carefully crafted spear phishing emails tailored 
to tempt them. The recipients were told the following: 

Some of these emails are real emails and some are fake 
emails. Your task is to rate each of these emails on the 
following five-point scale: 

1 = “Extremely Fake” 
2 = “More Fake than Real” 

3 = “Somewhat Fake/Real” 
4 = “More Real than Fake” 
5 = “Extremely Real” 

Each of the three emails chosen for the experiment 
received mean ratings of 3.2; the other three emails in the 
pilot received much higher or much lower scores. We used 
the three emails that pilot testing determined were equally 
difficult to detect as malicious so that we could increase 
our confidence that any data findings would be due to 
training effects and not the quality of the emails used.

Materials
By emulating typical adversary actions, the emails 
aimed to entice participants to click a suspicious link. 
Each spear phishing email contained five elements that 
should have helped participants identify it as a spear 
phishing attempt (see Figure 1): 

 ■ mismatched name and address in the From field;
 ■ errors such as a misspelling, incorrect grammar, or 

odd spacing;
 ■ encouragement to take immediate action; 
 ■ mismatch between link text and the link address dis-

played when hovering the mouse over it; and
 ■ intuition—an overall feeling that something isn’t 

right (for example, you weren’t expecting it).

Participants who clicked the link were sent to pages 
containing information displayed as shown in Figures 1 
and 2: a training webpage (treatment condition—spear 
phishing notification plus training) or a no-training 
webpage (control condition—spear phishing notifica-
tion only). These materials were based on the student 
studies by Kumaraguru and colleagues.10 All the train-
ing pages displayed to the treatment groups explained 
spear phishing, illustrated how to recognize the spear 
phishing attempt from the actual email, and outlined 
how to avoid becoming a victim of spear phishing in the 
future. Each treatment employed a differently framed 
approach for communicating the training information. 
The no-training page informed participants only that 
they had clicked a spear phishing email, with no fur-
ther guidance about recognizing or avoiding further 
attempts. In addition, we purchased real Web domains 
and developed software to customize the training pages, 
create senders, track link clicks, and manage email logs. 

The Spear Phishing Process
We sent three spear phishing trials to our stratified 
sample. The email in Trial 1 (February 2011) osten-
sibly came from the company’s timecard system. It 
asked the recipients to acknowledge changes made 
to their timecards by someone else and provided a 
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link for doing so. Although pilot testing had explored 
the relative difficulty of detecting the spear phishing 
attempts in each email, the actual study showed that 
the timecard email was significantly more difficult to 
detect than expected, perhaps because it appeared to 
come from inside the organization. After consultation 
with corporate management, we redesigned the sub-
sequent trials with emails appearing to come from an 
outside entity. Thus, we created three new emails and 
did another pilot test. 

The email used in Trial 2, sent in May 2011, con-
tained a link to an apparent Washington Post article 
reporting on the government ranking of similar com-
panies. Trial 3, sent in September 2011, appeared to 
come from an employee posting a message on an inter-
nal corporate listserv that didn’t really exist. The email 
announced the company’s apparent ranking in Wired’s 
World’s 50 Most Innovative Companies and provided a 
link to the online article. 

During each trial, we recorded clicks on the spear 
phishing links and any reports made to the organiza-
tion’s information security office or help desk (via email 
or telephone calls). 

After the email trials were complete, all partici-
pants received a debriefing email describing the study 
hypothesis, design, and results. At that time, partici-
pants were asked to consent to a follow-up interview 
designed to help us better understand their experiences 
and perceptions of the emails, the particular training 
page they saw, and the embedded training approach. Of 
the 1,359 participants, 327 agreed to be interviewed. 
Within this group, we focused on three subgroups to 
help us understand possible strategies for mitigating 
the threat:

 ■ all-clickers (those who clicked in all three trials),
 ■ nonclickers (those who clicked in none of the tri-

als), and
 ■ two-clickers (those who clicked in the first two trials 

but not in the last).

Results
In Trial 1, because no differential training had yet 
occurred, participants demonstrated their baseline 
ability to identify a spear phishing attempt. Table 
3 shows no statistically significant differences in 
click rates between conditions. Nevertheless, Trial 
1 revealed a very high overall click rate compared to 
previous studies. Whereas other studies reported an 
average click rate of 30 to 35 percent, ours showed 
almost twice that rate. This difference might reflect the 
difficulty of detecting the spear phishing elements in 
our particular messages where no personal informa-
tion is requested and clicking a link is enough for the 
adversary—something almost impossible to compare 
across studies. 

Trial 2 let us see which of the 813 participants who 
clicked the link in Trial 1 would click again, whether 
they had received training or not. Table 4 shows that 
training had no significant effects as compared to the 
control condition. In addition, no differences in perfor-
mance appeared among the treatment conditions, so 
framing had no effect. 

Table 5 provides a different perspective by compar-
ing click rates for participants who clicked and received 
training (training), participants who clicked and 
received no training but were told that they had been 
spear phished (awareness), and participants who did 
not click in Trial 1 (nonclickers). In Trial 2, the non-
clickers of Trial 1 were again significantly less likely to 
click than the others.

Although there were no differences between condi-
tions in Trial 2, the overall click rate was significantly 

Figure 1. The treatment group training page shows users why they should have 
been suspicious and not clicked a link. Each colored area highlights one of the 
five indicators, such as mismatched names or spelling errors.

Figure 2. The control group notification simply alerts users, providing no 
training. 
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lower: 34 versus 60 percent. This difference in click rate 
suggests a difference in difficulty between an apparently 
internal email and an apparently external one.

Four possible reasons might explain Trial 2’s nonsig-
nificant findings:

 ■ Our hypothesis might be incorrect; perhaps embed-
ded training isn’t an effective means for improving 
identification of spear phishes. 

 ■ Repetition might be required to achieve the training 
effects; participants might need repeated exposure to 
the training before their behavior is changed. 

 ■ The training page was ineffective; participants might 
have perceived the information as not credible, rele-
vant, or interesting. 

 ■ Participants didn’t read the training page so they 
didn’t actually receive any training. 

Each reason could explain why treatment partici-
pants performed no differently than control participants. 
The fourth reason is particularly intriguing. Might par-
ticipants have ignored the training page because they 
misinterpreted its purpose and found it threatening? In 
reports to the information security office and help desk, 
participants expressed concern that the training web-
page might have been part of the spear phishing attempt; 
consequently, many participants closed the training page 
immediately without reading any text on the page. Sev-
eral participant comments reflect this possibility:

 ■ “[I] clicked on it inadvertently without thinking and 
exited Explorer without reading the link.” 

 ■ “I just opened this. Then followed link like an idiot. 
Then killed the process using Task Manager. Please 
advise as what to do.” 

Table 3. Summary of Trial 1 clicks by condition.

Condition No. of participants in each group Trial 1 clicks

Other gain 266 156 (59%)

Other loss 263 156 (59%)

Individual gain 274 153 (56%)

Individual loss 275 175 (67%)

Control 281 173 (62%)

Total 1,359 813 (60%)

Table 4. Summary of Trial 2 clicks by condition.

Condition No. of participants in each group Trial 2 clicks

Other gain 156 53 (34%)*

Other loss 156 59 (38%)*

Individual gain 153 46 (30%)*

Individual loss 175 59 (34%)*

Control 173 63 (36%)*

No Trial 1 click 546 154 (28%)*

Trial 1 clicker total 813 280 (34%)

*Chi-Square (5) = 8.378, p = .137

Table 5. Summary of Trial 2 clicks by experience.

Condition No. of participants in each group Trial 2 clicks

Trial 1 training 640 217 (34%)*

Trial 1 awareness 173 63 (36%)*

Trial 1 nonclickers 546 154 (28%)*

Total 1,359 434 (32%)

*Chi-Square (2) = 6.237, p = .044
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 ■ “I just got this email and clicked on the link. A web-
page came up, but it seems suspicious.” 

 ■ “I can’t believe I actually clicked on the link! Let me 
know if there’s something I need to do to ensure my 
laptop isn’t infected, or if this is just a prank.” 

To determine whether participants read the train-
ing page, we recorded the length of time that the train-
ing page was open for each participant who clicked the 
email link in Trial 3. The amount of time a webpage was 
open doesn’t tell us whether a participant was actually 
reading the training, but it does indicate whether the 
page was open long enough to be read completely.

Table 6, displaying Trial 3 clicks based on perfor-
mance during previous trials, reveals two statistically 
significant findings. Participants who clicked in the first 
two trials were more likely to click in the last trial, and 
participants who didn’t click in the first two trials were 
less likely to click in the last trial. These findings told us 
little about the embedded training, but they suggest that 
we should study three groups of people to better under-
stand spear phishing clicking behaviors: 

 ■ all-clickers—people who click regardless of previ-
ous training, awareness, or information about spear 
phishing;

 ■ nonclickers—people who don’t click links in spear 
phishing emails and might simply not click links at 
all; and

 ■ the rest—people who exhibit no consistent clicking 
behavior, for reasons we don’t yet understand.

Training might be most effective for this last group. 
Table 7 shows the median viewing time by condition 

for Trial 3. There was no statistical significance between 
experimental conditions, but as we expected, the con-
trol condition spent significantly less time viewing the 
four-sentence notification page. 

To explore the significance of viewing time for the 
training page, we asked small samples of colleagues who 
had never seen the page to scan the title and headers 
but not to read the content, to read half a page, or to 
read the entire page while we timed them. This small 
test suggested that participants spending less than 16 
seconds on the training page had looked only at the 
header information. Similarly, participants spending 16 
to 60 seconds either read only one column or skimmed 
the content quickly. Participants who spent more than 
one minute on the training page could have read all the 
content. Figure 3 compares these test times with Trial 3 
viewing times for the control page.

We reached four main conclusions:

 ■ The training’s framing had no significant effect on the 
likelihood that a participant would click a subsequent 
spear phishing email. 

 ■ It’s unlikely that many participants read all the infor-
mation presented on the training page; therefore, they 
weren’t actually trained. 

 ■ Many participants were all-clickers (11 percent) or 
nonclickers (22 percent), regardless of whether and 
what kind of training they received. 

 ■ Employees who clicked an initial spear phishing email 
were more likely to click subsequent spear phish-
ing emails; similarly, those who didn’t click an initial 
spear phishing email were less likely to click subse-
quent spear phishing emails. 

Diving Deeper
From the 27 percent of participants who agreed to be 
interviewed after the study, we selected interviewees 
based on the number of times they clicked. We consid-
ered three groups: the 31 all-clickers (who clicked links 

Table 6. Summary of Trial 3 clicks by experience.

Condition No. of participants in each group Trial 3 clicks

Clicked in Trial 1 only 533 199 (37%)

Clicked in Trial 2 only 154 58 (38%)

Clicked in Trial 1 and Trial 2 280 146 (52%)*

Did not click in Trial 1 or Trial 2 392 97 (25%)*

Total 1,359 500 (37%)

*Chi-Square (3) = 52.955, p = .001

Table 7. Trial 3 median viewing times by condition.

Condition Seconds

Group gain 29.25

Group loss 26.75

Individual gain 33.50

Individual loss 37.50

Control 14.00
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in all three trials), the 20 nonclickers (who clicked no 
links in all three trials), and the 17 two-clickers (who 
clicked links in the first two trials but not the third). We 
wanted to discover what nonclickers did right (are they 
more security conscious, are they simply lucky, or do 
they simply not pay attention to their emails?), what the 
clickers did wrong, and whether getting caught clicking 
twice increased awareness in the last trial. The primary 
goal was to determine how training could help any or 
all of them.

Using the follow-up questions shown in the side-
bar, we conducted semistructured interviews, allow-
ing respondents to answer in their own voices and to 
discuss related topics. When interviewees deviated 
from the questions, their responses were assigned to 
a relevant section of the transcript for later analysis. 
We employed content analysis to identify the major 
themes and topics in each transcript. Because the sam-
ple was small and not representative, we performed no 
quantitative analysis. However, we identified trends 
based on the relative proportions of responses that 
exhibited a particular viewpoint or opinion. Where we 
saw little agreement, we instead sought to determine 
major themes. 

The majority of interviewees believed that the kind 
of embedded security awareness and training employed 
in the study is more effective than the once-yearly man-
datory training they receive. However, they admitted 
that they ignored or skimmed the bulleted text on the 
right-hand side of the training page presented after they 
clicked a spear phish. This finding could explain the 
lack of significant difference among study treatments, 
because the majority of the framing words were in the 
text on the right. Interviewees seemed to be security 
aware, showing familiarity with standard techniques for 
identifying a trusted email, such as knowing the sender 
and expecting the communication. Thus, although 
respondents knew some proper cyber behavior, in prac-
tice, they didn’t apply it appropriately.

When asked to recall clicking events, almost all 
interviewees who had clicked an email remembered at 
least one, most often the email in Trial 3. When the sys-
tem notified them that they had clicked inappropriately, 
most remembered feelings of fear or shame, plus relief 
that they hadn’t actually infected their computers. 

Why did they click? The two most cited reasons were 
an interest in the subject matter and lack of careful atten-
tion. Indeed, many interviewees said they were working 
quickly, distracted by other tasks, or simply trying to 
deal quickly with email volume. If an email looked inter-
esting, they would click a link without thinking. Two-
clickers had no clear memory of identifying an email as 
suspicious. Nevertheless, some interviewees reported 
being more aware of spear phishing after the study; they 

subsequently sent other suspicious emails to the organi-
zation’s information security office. 

Most nonclickers remembered none of the emails. 
In fact, they probably deleted the emails immediately 
without reading them or generally don’t click links. 
Instead, they seek relevant information using their own 
Web searches. For example, the majority of nonclickers 
who remembered the timecard email went to the time-
card website and checked their required actions directly. 
They recounted similar examples, such as bank notifi-
cation emails, that spurred them to visit a site directly 
instead of using a supplied link.

Almost all interviewees, regardless of group, men-
tioned strategies for determining whether to click a link. 
These strategies, similar to those on the training page, 
included checking the sender, determining whether the 
sender is known, and if not, verifying the sender’s exis-
tence through the company’s internal database. 

Many participants misinterpreted the training page 
when it popped up immediately after clicking a spear 
phish and feared it represented a further attempt to 
entrap them. We asked about other warning techniques 
that might be more helpful, such as an icon indicating 
suspicious emails. Almost all liked the idea of an assis-
tive icon but expressed concern that many false posi-
tives would, after a while, result in lack of attention to it. 

Most all-clickers remembered a page popping up 
when they clicked, but almost none remembered spe-
cifics. Some remembered only the notification message 
but not the training page; they thought they were in a 
control group because they didn’t remember any train-
ing. The majority of all-clickers felt shock, surprise, and 

Figure 3. Trial 3 viewing times. Readers who kept the page open for less than 16 
seconds had no time to read it. Those who kept the page open between 16 and 
60 seconds could skim or read one column. Only those who had the page open 
for more than 60 seconds had time to read it completely. 
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even anger at themselves; some also were angry at the 
study for having deceived them. Many interviewees 
expressed disappointment in themselves and felt they 
should have known better by Trial 3. 

Some interviewees considered the training page’s 
image too “cartoonish” and insulting, but others 
thought it encouraged attention to the page. The major-
ity of emotional responses came from the all-clickers 

who, unsurprisingly, had more visceral reactions to the 
training than the nonclickers. Indeed, many nonclick-
ers ignored the images and instead discussed the sample 
email, the colored text boxes, and their overall positive 
opinions of the design. 

During the interviews, most respondents pre-
ferred the training page that reflected the loss-framed, 
individual- focused condition. In addition, several 
respondents believed that loss should be described 
more specifically, such as lost time for cleaning an 
infected laptop or for mandatory remedial training. 

Although interviewees liked the color-coding align-
ing the content of the phishing email and the warning 
signs, they offered a few constructive comments. First, 
because red, yellow, and green (and sometimes blue) 
have very distinct meanings in other contexts, many 
employees might associate the colors with traditional 
meanings (bad, caution, and good). Therefore, a differ-
ent color palette might be better for the training page. 
Alternatively, the training page could be color-coded 
with red as dangerous, and green or blue as benign. 
Some participants found the orange box (Intuition) 
confusing, because it wasn’t tied to any specific item in 
the spear phishing email. 

Most interviewees said they ignored the text and 
paid attention only to the email and colored text boxes. 
Commenting that the training page was too dense with 
text, many suggested replacing text with a link to more 
information— surprising, because those reading the page 
must already have clicked a bad link! Good visual design 
of training is very important and needs to be well tested. 

Previous training might also have affected partici-
pants’ responses. Most interviewees had taken only 
the company’s annual training, plus one or two courses 
required by their projects. Although they assumed that 
spear phishing awareness was part of this standard train-
ing, few could remember it with any certainty. Almost 
all nonclickers considered annual company training 
ineffective; it repeated information that they already 
knew and instructed them to act in ways they already 
did. The all-clickers felt the same, but they made fewer 
connections between known information and appropri-
ate performance. 

Company security might offer a false sense of confi-
dence. Almost all interviewees believed that company 
firewall and information security programs prevented 
malicious emails from reaching them. Long-term 
employees had noticed a positive change in the past few 
years, recalling the days when inboxes were inundated 
with spam and unsolicited emails. 

Most interviewees reported different behavior when 
working behind the corporate firewall, because a dedi-
cated security staff and cybersecurity tools, such as fire-
walls and monitored antivirus software, provide a level of 

Follow-Up Questions

1. Do you remember clicking any links contained in the spear phishing 
emails? If so, why do you remember the experience?

2. Do you recall finding the emails suspicious or unusual?
3. Why do you think you clicked or did not click the links?
4. How do you decide whether to click a link or open an attachment?
5. How would you feel about an icon (such as a question mark) that 

would identify possible suspicious emails?
6. What happened after you clicked? 

a. If nothing, do you remember seeing anything pop up?
b. If something, what were your reactions or overall impressions?
c. Do you recall your initial reaction to the training page: its presence, 

quality, or content?
7. How much time would you estimate you spent reading the training page?
8. Now looking at the training page, what do you think of the page? What 

did you like about it? What did you not like about it? Did you learn 
something from it?

9. What do you think of the five things to look for in emails? How intui-
tive and/or easy are they?

10. Some people didn’t read the training page, or didn’t read it completely. 
How can we make the page more credible, nonthreatening, and infor-
mative for you?

11. What would make the training page more interesting to you? 
12. How many security trainings (corporate, government, and so forth) have 

you taken in the last year that offered information on spear phishing?
13. How do you think these trainings impact your behavior? 
14. How effective do think [the company’s] firewall is at protecting you 

from spear phishing and other attacks? If effective, do you think it’s so 
good that you don’t worry about what you click?

15. When you click a link and get [the company’s] Uncategorized URLs 
notice, what do you do next? 

16. Are you aware of [the company’s] security awareness programs?
17. In what format and how often would you like [the company] to re-

mind you of security risks?
18. What information would you like to know in these communications?
19. Would you like direct feedback on your security-related behavior from 

[the company’s] information security office (for example, a report 
 assessing your “cyberactivity”)?
a. If yes, how and how often?
b. If no, why not? 

20. Is there anything else you want to share?
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security usually not available on home computers. These 
controls make interviewees more likely to click links in 
emails or on the Web while using their corporate com-
puters, because they feel more protected within the com-
pany firewall. All participants said they double-check 
the URL when the warning for unrecognized websites 
appears on their corporate computers. Almost all then 
quickly evaluate whether they had already visited the site 
or need it for work, in which case they click through. If 
the site is questionable but they still want to visit it, many 
said they might use a personal computer instead.

Interviewees had different opinions about risk notifica-
tions. The half who preferred risk warnings on the corpo-
rate intranet said they already received too many emails; 
they often ignore regular company emails. Ironically, the 
half who reported paying no attention to risk notifications 
suggested that warnings be included in a regular company 
email. However, almost all commented that notification 
more frequently than monthly would create information 
overload; people would stop paying attention. 

On the other hand, almost all wanted specific infor-
mation about their personal security posture on the cor-
porate network, something like a personal report card. 
Some favored visualization (for example, you clicked 
X number of bad links), whereas others preferred spe-
cific anecdotes (for example, everyone who clicked X 
link lost personal information), particularly those that 
highlight risks to the company (for example, X number 
of employees seriously compromised the company’s 
network this month, and there were consequences). 
They wanted feedback to help maintain awareness, 
especially about possible privacy issues. Although inter-
viewees knew that activities on the corporate network 
could be monitored, they didn’t like reminders about 
regular monitoring. They preferred monthly or quar-
terly reporting, or notification only when they had vio-
lated some information security standard or otherwise 
caused a potential problem. 

The Catch and the Takeaway
Making embedded training effective in a corporate set-
ting is more difficult than earlier studies suggest. Our 
results indicate that immediate feedback and tailored 
framing don’t suffice to reduce click rates or increase 
reporting. These results add to the growing body of 
research on spear phishing by replicating aspects of pre-
vious work and demonstrate that training effects might 
be lost somewhere between Kumaraguru and his col-
leagues’ 28 days and our longer testing intervals. How-
ever, this research had several limitations that can be 
addressed in replications of this study:

 ■ All trials must use spear phishing emails that are 
equally difficult to recognize.

 ■ To determine how long the training effect lasts, the 
study must incorporate repeated trials over a signifi-
cant period of time. However, such studies are time-
consuming and expensive, and in an organization 
with substantial turnover, it might be impossible to 
involve the same people for the entire study period.

 ■ This article reports on only one corporate study. 
The researchers conducted a second study, to be 
reported in the future, using MBA students with 
business experience. The study yielded similar 
results, reinforcing our conclusions. Nevertheless, 
for widespread validity, the study must be replicated 
at other institutions. 

 ■ There is no practical way to confirm that a participant 
actually read the training page completely. By using 
window opening time as a surrogate measure, we can 
confirm only that the window was open long enough 
to permit reading. Similarly, we can monitor whether 
a participant scrolled to the page’s bottom; if not, the 
participant didn’t read the page completely.

Changing security behavior is challenging, and it 
takes only one misstep to seriously compromise a sys-
tem. Our study suggests that effective embedded train-
ing must take into account not only framing and security 
experience but also perceived security support, infor-
mation load, preferred notification method, and more. 

Although our study adapted findings and materi-
als from prior research, it was the first of its kind in 
several dimensions:

 ■ It used a very large, stratified sample, with random 
assignment to one control group or one of four treat-
ment groups.

 ■ Employees participated as part of their normal work-
day and in their normal working environment.

 ■ The study materials are available from the I3P for rep-
lication in other environments.

W e invite you and your organization to use our 
materials, administer a similar study in your 

own context, and build a corpus of carefully designed 
experiments that can help us design more effective secu-
rity training. The study materials, including the web-
pages used and the software to create senders, track link 
clicks, and manage email logs, are available from the I3P 
for replication in other environments. 
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